Exploring the High Dimensional Semantic Space in the Brain
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Semantic Spaces and
Neural Semantics
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ﬁ\ding how semantic representations are or-
gAnized in the brain is a central task for cogni-
tive neuroscience. The main paradigm for
n2duro-imaging is subtracting brain activity

ked from two types of stimuli, chosen prior
to the experiment. We propose an alternative
approach, utilizing Semantic spaces, gener-
&ed from co-occurrence in huge text corpora
(see box). Semantic spaces offer quantification
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Investigation below of semantic relatedness to
animals and tools exemplify 1, 2 and 5

ERPs Correlate with Animal
and Tool Relatedness

Figure 2
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We use semantic space to measure distance be-
tween

(1) a set of words (presented in am earlier
memory experiment where ERPs where re-
corded), and

(2) category centroids, average representa-
tion in semantic space for animal and tool words
(from McRae et al, 2005).
The distances between words (1) and centroids
(2) were correlated with ERP amplitude for each
electrode. Word length, word frequency and
bigram frequency were covariates.

Results

Figure 1 show ERPs for high and low, animal- and
tool- relateness. Maps show significant correlations
(figure 2). Animal and tool relatedness show both
overlapping and distinct correlations (figure 2, a & b).
Use of the other category as covariate yields unique
correlations (figure 2, ¢ &d). The subtraction method
shows very little significant difference (figure 2, e).

Discussion

We find effects with the semantic space ap-
proach where the subtraction method fail and
demonstrate the benefits from the introduction:
Flexibility (1.), the incorporation of arbitrary words
from previous literature. Correlational approach and

What is a Semantic
Space?

& 1 Example of a 3-dimensional
= semantic space

A model where semantic
relatedness is expressed
as distance in a space!
We use a high dimen-
sional (100-300) space with representations of
15000 words, created with LSA, Latent Semantic
Analysis.

Create a semantic space

1. Select a corpora
(natural text), define con-
texts and words.
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2. Create a co-occurrence
matrix. Count how many

1+ | times each word appear in
each context.
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3. Project to fewer dimen-
sions, and "
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4. test with a synonym L
test. Does synonyms gen- ! u
erally have shorter dis- F
tance than other words?

An introduction to semantic spaces:

Landauer et al (1997). A solution to Plato's problem:
The latent semantic analysis theory of acquisition,
induction, and representation of knowledge. Psy-
chological Review vol. 104 (2) pp. 211-24
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